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Exploiting the multiuser diversity in wireless networks has a fundamental tradeoff
between throughput and energy saving. To balance the tradeoff, we reconsider the oppor-
tunistic scheduling in the aspect of energy saving, and propose a new energy-efficient
opportunistic (EEFO) scheduling. Our goal is to maximize the performance of bits per
energy unit under the constraint of fair resource allocation, and EEFO scheduling achieves
it by controlling the number of users participating in the channel feedback. Through sim-
ulations, we show that EEFO scheduling is able to transmit significantly more amount of
traffic compared to the competitive schemes under the given energy constraint.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

In recent decades, wireless communication technology
has advanced rapidly and become popular in civil life. Ubiq-
uitous connectivity is promising in support of mobility and
multimedia services with small hand-hold devices. How-
ever, as mobile users are battery limited, energy efficient
communications become of importance and attract atten-
tion for the next generation networking. Conventional ap-
proaches for energy saving have been independently
applied to Physical (PHY) and Media Access Control (MAC)
layers. In the PHY layer, minimum power allocation has
been used under quality of service (QoS) constraints [12],
and in the MAC layer, sleep/awake scheduling has been used
to switch transceivers on and off according to the traffic
[9,16]. In this paper, we focus on the MAC layer solution
and incorporate it accordingly with opportunistic schedul-
ing schemes to improve performance in terms of bits per
energy unit.

Because of the time varying characteristic of wireless
channel, opportunistic scheduling properly uses the
. All rights reserved.
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channel status information to increase the throughput per-
formance by exploiting the multiuser diversity [1,10,11].
However, there is a fundamental tradeoff between perfor-
mance gain and energy efficiency according to the channel
feedback. With the number of users participating in the
channel feedback, it is more likely for the base station (BS)
to transmit at a higher rate. This means that the throughput
performance improves, but the total energy consumption
increases too. This problem becomes more challenging
when it comes to multi-channel environments with multi-
ple-input and multiple-output (MIMO) or orthogonal
frequency-division multiplexing (OFDM) technique, since
these communication technologies incur significantly more
amount of channel feedback [4].

There have been several works that address this problem
[4,14,6]. Svedman et al. [14] proposed a scheme that limits
each user to feed back the best n sub-channels only. In [6],
each user sends its channel status to the BS only when the
channel condition is better than a certain threshold. How-
ever, these schemes do not consider energy consumption
of each user for the channel feedback, and hence, their effec-
tiveness on the energy efficiency still remains questionable.
It has been shown that a wireless transceiver consumes a
substantial amount of energy in sensing the channel and
transmitting the channel status to the BS [5].
rtunistic scheduling schemes in wireless networks, Comput. Netw.
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In this paper, we develop a new scheduling scheme that
achieves high energy efficiency while exploiting the bene-
fit of opportunistic scheduling. By controlling the number
of users that participate in the channel feedback, we im-
prove energy efficiency and achieve fair resource allocation
among users. We start with a simple network scenario,
where all users are assumed to have the same channel sta-
tistics, and extend the basic idea to more general cases.

The rest of the paper is organized as follows. We first
describe our system model in Section 2. Then, we propose
new scheduling schemes with two heuristic algorithms in
Section 3. After evaluating the proposed schemes in Sec-
tion 4, we conclude our paper in Section 5.
transmitting or
receiving

idle sleeping

Fig. 1. Frame structure of the system for a time slot. Each small box
indicates a symbol. The time slot is divided into two periods for downlink
and uplink transmissions. The BS transmits the pilot signal during the
preamble in the downlink period and gets the feedback at the first symbol
in the uplink period. MAP has been used to indicate which users are chosen
for communication during the time slot. Based on the status of wireless
transceiver (i.e., communicating, idle, and sleeping), users are classified as
active (either for uplink or for downlink), idle, and sleeping users.
2. System model

We consider a time-slotted system with a single fre-
quency downlink channel. For uplink channel, or if there
are multiple available channels, our solution can be ap-
plied to each channel. There are N mobile users and a sin-
gle BS. We assume that users have low mobility and thus
the number of users in the system is relatively static. We
assume that the length of a time slot is appropriately cho-
sen such that the channel state does not change within a
single time slot. To exploit multiuser diversity, we basically
employ an opportunistic scheduler. We assume that users
have low mobility, and thus the number of users in the sys-
tem is relatively static.

Fig. 1 illustrates the frame structure of the system1 and
user activities during a single time slot. At the beginning of
each time slot, the BS transmits a pilot signal, and then n
out of N users inform the BS of their received signal-to-noise
ratios (SNRs).2 We denote the users who report their channel
status as non-sleeping, and the others as sleeping. Using the
channel feedback information, the BS chooses a single user
according to the opportunistic scheduler and reserves the
time slot for that user. We denote the chosen user as active,
and the other non-sleeping users as idle. The active user trans-
mits and/or receives data packets from the BS, while n � 1 idle
users deactivate their transceivers and save energy. The N � n
sleeping users turn their wireless transceivers off at the
beginning of time slot and do not participate in the channel
feedback, thereby saving energy further. We assume that each
user can switch between active and idle modes instantly but
needs some time to switch to and from the sleeping mode.

Let sk(t) denote an indicator that has 0 when user k is
sleeping at time slot t, and 1 when non-sleeping, and~sðtÞ de-
note its vector. Similarly Ik(t) equals 1 when user k is active
at time slot t and 0 when inactive (i.e., idle or sleeping). Let
rð~sðtÞÞ and eð~sðtÞÞ denote the expected throughput and en-
ergy consumption for a given~sðtÞ, respectively. Further, let
Uð~sðtÞÞ denote the energy efficiency in bits per energy unit,
i.e., Uð~sðtÞÞ :¼ rð~sðtÞÞ=eð~sðtÞÞ. In our model, our objective is
to maximize the average efficiency under the constraint of
1 We have used the frame structure of the Mobile WiMAX system as an
example. However, our proposed scheme is not limited to a particular
communication system, and can be applied to different communication
systems.

2 In a plain opportunistic scheduling, all the N users feed their channel
status back to the BS.
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fair resource allocation. Then, the problem can be formu-
lated as follows.

ðPÞ max
f~sðtÞg

1
T

XT

t¼1

Uð~sðtÞÞ

subject to lim
T!1

1
T

XT

t¼1

IkðtÞ ¼
1
N
; for all k;

IkðtÞ ¼
1 if k ¼ arg max

l2E
Cl � slðtÞ;

0 otherwise;

(

where Cl is a random variable for the preference metric of
user l, e.g., the ratio of the instantaneous rate to the aver-
age rate of user l, and E is the set of all users.

The problem (P) is a generic form of our problem. To
solve the problem analytically, we use the proportional fair
(PF) scheduling’s preference metric. Using the techniques
in [3], we can estimate the expected throughput rð~sðtÞÞ.
The wireless channel between the BS and a user is assumed
a stationary and ergodic i.i.d. process following the Ray-
leigh fading model. Let Zk and zk denote a random variable
for the received SNR of user k and its mean, respectively.
Let Rk denote a random variable for the transmission rate
of user k and eRk denote its average. Also let Ck ¼ Rk=eRk de-
note a random variable for the preference metric of user k.
From the Shannon formula with bandwidth W, we can
write the distribution of Ck as

FkðzÞ :¼ PfCk 6 zg ¼ PfRk 6
eRk � zg

¼ P W logð1þ ZkÞ 6 eRk � z
n o

¼ 1� exp � 1
zk

e
eRk �z

W � 1

 ! !
: ð1Þ
rtunistic scheduling schemes in wireless networks, Comput. Netw.
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Let C :¼ argmaxl2ECl�sl(t), and Fðz;~sðtÞÞ denote its distribu-
tion. Assuming the channels are independent of each other,
we have

Fðz;~sðtÞÞ ¼ P C1 � s1ðtÞ; . . . ;CN � sNðtÞ 6 zf g

¼
YN

k¼1

1� exp � 1
zk

e
eRk �z

W � 1

 ! ! !skðtÞ

: ð2Þ

Let Rð~sðtÞÞ denote a random variable for the system
throughput. Then, it can be written as

Rð~sðtÞÞ ¼
XN

k¼1

eRkskðtÞCkIk: ð3Þ

For the expected throughput at time t, we have

rð~sðtÞÞ ¼ E½Rð~sðtÞÞ� ¼
XN

k¼1

eRkskðtÞE½CkIk�: ð4Þ

Let n(t) denote the number of non-sleeping users at time t,
i.e., nðtÞ :¼

P
kskðtÞ. Since each non-sleeping user can be

chosen equally under the i.i.d. channel assumption [7],
we have3

E½CkIk� ¼ E½C�=nðtÞ: ð5Þ

As a result, we obtain

rð~sðtÞÞ ¼ E½C�
PN

k¼1
eRkskðtÞ

nðtÞ

¼
PN

k¼1
eRkskðtÞ

nðtÞ

Z 1

0
ð1� Fðz;~sðtÞÞÞdz: ð6Þ

We also assume that at each time slot, each user consumes
a fixed amount of energy according to its activity. An active
user consumes a units of energy for transmitting and/or
receiving packets, an idle user b units for the channel feed-
back, and a sleeping user c units for the duration of a time
slot. Simply a P b P c > 0 and we can express the total en-
ergy consumption eð~sðtÞÞ as2

eð~sðtÞÞ ¼ aþ bðnðtÞ � 1Þ þ cðN � nðtÞÞ: ð7Þ
3. Energy-efficient opportunistic scheduling

In this section, we propose a new opportunistic sched-
uling scheme that balances energy efficiency and system
throughput. Then, we name it energy-efficient opportunis-
tic (EEFO) scheduling. We describe the EEFO scheduling
with a simple network scenario first and extend it to cover
more general cases.

3.1. EEFO scheduling for users with an identical mean SNR

We first consider a special case where each user has an
identical mean SNR z0 and the rð~sðtÞÞ has been analyzed in
[2] under the identical mean SNR assumption. We can sim-
plify (2) as
3 Obviously, P{Ik = 1, Ck < zjC < z} = 1/n(t). From P{Ik = 1, Ck < z} = P{Ik = 1,
Ck < zjC < z}P{C < z} = P{C < z}/n(t), the result follows.
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Fðx;~sðtÞÞ ¼ F0ðx;nðtÞÞ ¼ 1� exp � 1
z0

e
x

W � 1
� �� �� �nðtÞ

:

ð8Þ

Also, we have

eRk ¼ eR0 ¼
Z 1

0
exp � 1

z0
e

z
W � 1

� �� �
dz ð9Þ

for each non-sleeping user k. Then it is clear that the
efficiency Uð~sðtÞÞ can be expressed as U(n(t)) according to
(6)–(9).

Suppose that at time slot t, we know an optimal number
of non-sleeping users n⁄(t) that maximizes the efficiency
U(n(t)). Then, we can meet the constraint of fair resource
allocation by choosing a user among the non-sleeping ones
at random or in a round robin manner. Hence, the problem
(P) simply becomes finding an optimal n⁄(t). In addition,
from the assumption of a stationary and ergodic i.i.d. chan-
nel, the optimal n⁄(t) will not change across time. Then, we
can simplify our problem as

ðSÞ max
nðtÞ

UðnÞ :¼ rðnÞ
eðnÞ

subject to 1 6 n 6 N:

where rðnÞ ¼ eR0
R1

0 ð1� F0ðx;nÞÞdx and e(n) = a + b(n � 1)
+ c(N � n). Problem (S) is still a non-convex integer optimi-
zation problem. We can show that this is a quasi-convex
integer problem and can be solved by relaxing the integer
constraint on n.

Let rc(x) and ec(x) denote the continuous versions of r(n)
and e(n), respectively, which are obtained by relaxing inte-
ger n to real number x. rc(x) is a strictly concave function
because

r00c ðxÞ :¼ �eR0

Z 1

0
ðln G0ðzÞÞ2ðG0ðzÞÞxdz < 0;

where G0ðzÞ ¼ 1� exp � 1
z0

e
z

W � 1
� �� �

. Let Uc(x) :¼ rc(x)/

ec(x). Then we have the following lemma.

Lemma 1. There exists a unique point x0 that maximizes
Uc(x) when U0cðx0Þ ¼ 0.
Proof. Since Uc(x) is a continuous and second-order differ-
entiable function, we have

U0cðxÞ ¼
r0cðxÞecðxÞ � rcðxÞe0cðxÞ

e2
c ðxÞ

: ð10Þ

Let f ðxÞ :¼ r0cðxÞecðxÞ � rcðxÞe0cðxÞ. By differentiating f(x), we
obtain

f 0ðxÞ ¼ r00c ðxÞecðxÞ < 0; ð11Þ

because e00c ðxÞ ¼ 0 and r00c ðtÞ < 0. Let x⁄ denote a maximizer
of Uc(x). Since f(x⁄) = 0, we have U0cðxÞ > 0 for x < x⁄ and
U0cðxÞ < 0 for x > x⁄. From the continuity of U0cðxÞ, we have
U0cðx�Þ ¼ 0. The point x⁄ is unique because f(x) monotoni-
cally decreases. Then we have x0 = x⁄. h

According to Lemma 1, we can find n⁄ by differentiating
Uc(x). This motivates us to develop our EEFO scheduling
scheme. The overall operation of EEFO is described as
rtunistic scheduling schemes in wireless networks, Comput. Netw.
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follows. At the beginning of each slot, EEFO allows n⁄ non-
sleeping users to report their channel feedback to the BS,
and allocates the current slot to a user with the best chan-
nel status. The chosen active user communicates with the
BS while the other non-sleeping users remain idle. During
this slot, the N � n⁄ sleeping users turn off their transceiv-
ers and sleep to save energy. Our proposed EEFO schedul-
ing is explained as an algorithmic form in Algorithm 1, and
it assumed that n⁄ is known at the BS by solving (S).

Algorithm 1: EEFO scheduling algorithm with n⁄

1: At each time slot t
2: BS chooses n⁄ non-sleeping users in a round-robin

manner
3: Each non-sleeping user feeds channel information

back to BS
4: BS allocates slot t to the user with the best

preference metric

The remaining problem is to determine which n⁄ users
report their channel information to the BS or sleep (Algo-
rithm 1.2). In order to satisfy the fairness constraints, EEFO
determines non-sleeping users in a round robin manner as
shown in Fig. 2. Numbering users from 1 to N, EEFO sched-
ules user k for non-sleeping for k = ((t � 1) mod N) + 1, . . . ,
((t � n⁄) mod N) + 1. Fig. 2 illustrates a scheduling example
under EEFO when N = 10 and n⁄ = 4. At each time slot, ac-
tive and idle users are marked by black and white circles,
respectively, and sleeping users are not marked. There
are four non-sleeping users and six sleeping users, and
according to their channel status, one of the non-sleeping
users is selected and becomes active.

Non-sleeping users are scheduled in a round robin man-
ner to minimize the number of switchings between sleep-
ing and non-sleeping modes. Alternatively, we may choose
n⁄ users at random at each slot and still satisfy the fairness
constraints. However, in practice, there involves time and
energy cost when a user switches between sleeping and
non-sleeping mode, which is assumed to be larger than
the cost incurred by the change between active and idle
mode. While we do not quantify these costs in this paper,
we intend to reduce the switching cost by scheduling
non-sleeping users in a round robin manner.
U
se

r 
ID

Time

Fig. 2. Resource allocation example of EEFO scheduling with n⁄ = 4 and
N = 10. Active, idle, and sleeping users are marked by black circles, white
circles, and empty boxes, respectively. Non-sleeping users are chosen in a
round robin manner to ensure fair resource allocation and to minimize
the switching cost.
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3.2. EEFO scheduling for users with different mean SNRs

In this section, we consider a more general network for
the practical use of EEFO. Since users have different loca-
tions in reality, they could have different channel statistics,
i.e., different mean SNRs. Let Zk denote the mean SNR of
user k.

Due to different mean SNRs for different users, the
throughput rð~sðtÞÞ depends on which users are non-sleep-
ing, so (P) cannot be simply reduced to (S). Since it is hard
to obtain an optimal solution to (P) because of complexity,
we develop two heuristic approaches to approximate the
considered problem: averaging and grouping approaches.

Averaging Approach: Let ~z0 :¼ 1
N

P
kzk. Applying ~z0 for

all the users instead of individual zk, we can approximate
(P) as the following.

ðAÞ max
n

eUðnÞ :¼
~rðnÞ
eðnÞ

subject to 1 6 n 6 N;

where ~rðnÞ ¼ eR0
R1

0 1� 1� exp � 1
~z0

e
y

W � 1
� �� �n on� �

dy

and eR0 is estimated using ~z0. Problem (A) is an approxima-
tion to (P) in the form of (S) using the average mean SNR ~z0.
Therefore, using Lemma 1, we can find an optimal number
n⁄, and schedule these n⁄ users as non-sleeping to maxi-
mize the throughput per energy unit. Users are chosen in
a round robin manner to ensure the fairness. We denote
this approach by EEFO with Averaging (or simply EEFO-
A). The detailed procedure of EEFO-A is the same with
EEFO shown in Algorithm 1.

EEFO-A achieves the optimal performance when each
user has the same mean SNR, but it cannot achieve the
optimal performance in general. Clearly, as the variationP

kjzk � ~z0j increases, the performance gap will be en-
larged. The error occurs because the mean SNR zk of user
k is different from the system parameter ~z0 of EEFO-A. This
notion motivates us to develop another heuristic algorithm
that compensates this difference.

Grouping Approach: The idea is to classify users into
several groups according to similar mean SNRs and to
serve each group in a round robin manner (or at random)
with a different number of non-sleeping users. When
each user has the same mean SNR z0, n⁄ is a function
of z0 and N. Hence, it will be beneficial to group users
according to similar mean SNRs and serve each group
differently.

We group N users as follows. For each user k, we first as-
sume that all N users have the same mean SNR zk and esti-
mate an optimal number of non-sleeping users by solving
(S). Let n�k denote the estimated value for user k. Two users
k and m belong to the same group if n�k ¼ n�m. Let
KðjÞ :¼ fkjn�k ¼ jg denote a group with the estimated value
of j and jK(j)j denote the number of users that belong to this
group.

For each user k, the estimation n�k depends on the mean
SNR zk and the number of users N in the system. Fig. 3
shows the estimated n�k of user k from its mean SNR zk

when N = 10, 100, and 200. Users with the same n�k form
group Kðn�kÞ, and each number in parenthesis indicates
rtunistic scheduling schemes in wireless networks, Comput. Netw.

http://dx.doi.org/10.1016/j.comnet.2011.02.019


 0

 2

 4

 6

 8

 10

 12

-10 -5  0  5  10  15  20

Es
tim

at
ed

 n
um

be
r o

f n
on

-s
le

ep
in

g 
us

er
s

Mean SNR (dB)

Average number of users in this group

(60.8)

(41.6)

(27.7)

(20.9)

(16.7)

(13.6)

(11.3)

(7.4)

(36.8)

(28.4)

(16.1)

(11.0)

(7.7)

(7.7)

(2.3)

N=200
N=100
N=10

Fig. 3. Estimated number of non-sleeping users under EEFO-G. We
assume that users are distributed uniformly within the cell. The distant
user and the closet user has mean SNR 20 dB and �10 dB, respectively.
For N = 10, 100, and 200, y-axis shows the estimation of n�k for user k when
its mean SNR is given. The average number of users belonging to each
group (i.e., jKðn�kÞj) is also shown in the parenthesis.
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the average number of users belonging to the group (i.e.,
jKðn�kÞj) assuming that users are distributed uniformly
within the cell. The average number of users in each group
is obtained from the group’s relative size of area multiplied
by the number of users N in the system. When a user has a
higher mean SNR, it is directed to belong to the group with
a smaller estimation. For instance, when N = 100, a user i
with the mean SNR of �5 dB belongs to the group with
the number of non-sleeping users n�i ¼ 6. However, a user
j with its mean SNR of 15 dB belongs to a group with
n�j ¼ 3. Since each user’s rate is a logarithm function of re-
ceived SNR, the regions in small mean SNR has steeper
slope than that in high mean SNR. It means that more
number of non-sleeping users is advantageous to exploit
the multiuser diversity more in the small mean SNR region.
Another interesting observation is that the estimated num-
ber of non-sleeping users increases with N. It implies that
increasing the number of non-sleeping users is beneficial
to exploit the diversity further.

In the grouping approach, we conduct two levels of
scheduling. At the higher level, a ‘group’ is selected first
either at random or in a round robin manner (Algorithm
2.5). For simplicity, we use the round-robin method be-
cause it has the benefits of guaranteeing a fixed delay
and short-term fairness. If group K(j) is scheduled, it will
be served for c�jK(j)j time slots where c is a positive
integer. For c�jK(j)j slots, the users in the other groups
turn off their transceivers and enter the sleeping mode.
At the lower level, the ‘users’ in the selected group
K(j) are scheduled by EEFO scheduling for c�jK(j)j slots.
During the scheduled slots, j non-sleeping users among
jK(j)j users are chosen in a round robin manner for fair
resource allocation and report their channel status to
the BS. Then one of the j non-sleeping users will be se-
lected for actual transmission according to the channel
state. If the optimal number of non-sleeping users in
group K(j) is larger than jK(j)j, the number of non-sleep-
ing users is set at jK(j)j. In this case, all the users in
group K(j) feedback their channel status during c�jK(j)j
slots which is the same as a plain opportunistic schedul-
ing. We denote this approach by EEFO with Grouping (or
simply EEFO-G). Algorithm 2 depicts the detailed proce-
dure of EEFO-G.

Algorithm 2: EEFO-G scheduling algorithm

1: /⁄Initialization: Grouping ⁄/
2: Each user measures its mean SNR and reports it to

BS
3: BS classifies each user into groups according to the

SNR levels
4:
5: /⁄Group Scheduling ⁄/
6: Choose a group K(j) in a round-robin manner
7:
8: /⁄Scheduling ⁄/
9: Execute Algorithm 1 with n⁄ = j for c�jK(j)j slots
10:
11: After serving the group for c�jK(j)j slots go to Line 6
Please cite this article in press as: S.-G. Yoon et al., Energy-efficient oppo
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Fig. 4 illustrates an example of EEFO-G scheduling in a
network, where users are classified into two groups of K(3)
and K(5). At each time slot, active and idle users are marked
by black and white circles, respectively, and all the un-
marked users are sleeping. We also shade users if they be-
long to the group that is not served. In this example, we
set c at 1, so groups K(3) and K(5) take turns being scheduled
for 6 slots and 10 slots, respectively. At time slots of [1,6],
three users among the members of group K(3) are alterna-
tively chosen to be non-sleeping in a round robin manner,
and report their channel information to the BS. The other
users in group K(3) and all the users in group K(5) are sleep-
ing. After serving group K(3), all the users in group K(3) go to
sleep and five users among the members of group K(5) are
alternatively chosen for the next 10 time slots, and so on.

Note that as the objective of the original problem (P) is to
maximize average throughput performance per energy unit
with equal time resource allocation, EEFO-G provides equal
share of resource allocation when all users have a sufficient
large battery. However, when users have a finite energy buf-
fer, some user may deplete their battery earlier than the oth-
ers. For instance, users in K(5) will exhaust its energy
quicker than those in K(3) due to a large amount of channel
feedback. As a result, EEFO-G does not provide a strict fair-
ness as EEFO and EEFO-A and shows slight performance de-
crease in terms of fairness, which can be observed in Fig. 8.

4. Simulations

In this section, we compare the performance of EEFO
with other competitive scheduling algorithms in terms of
throughput, energy consumption, and total transferred
traffic during the network lifetime.

4.1. Simulation settings

We consider a wireless network with a BS and N mobile
users. The wireless channel between the BS and user k is
rtunistic scheduling schemes in wireless networks, Comput. Netw.
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modeled as a stationary and ergodic i.i.d. process following
the Rayleigh fading model with mean SNR zk. Each user has
a limited battery which activation time is up to 1000 time
slots. That is, the total energy of a battery is 1000a, where a
is the amount of energy consumption of an active user for a
single time slot. We set the bandwidth W in the Shannon
formula to one.

We obtain the parameter values of a, b, and c of (7)
from the IEEE 802.11a system. In [13], it has been shown
that a user consumes Cs = 132 mW in sleeping,
Ci = 990 mW in idle, Cr = 1320 mW in receiving, and
Ct = 1820 mW in transmitting, respectively. We apply
these settings to Mobile WiMAX. The frame structure has
been simply presented in Fig. 1. In the Mobile WiMAX sys-
tem, each frame consists of 47 symbols. We can divide the
frame into 29 symbols of downlink period and 18 symbols
of uplink period. In the downlink period, the first six sym-
bols are reserved for synchronization and resource alloca-
tion. In the uplink period, the first symbol is used for the
channel feedback. All the other symbols are used for down-
link and uplink data transmissions [15]. Let atx and arx de-
note the energy consumption for downlink and uplink
transmissions for a frame, respectively. We can estimate
each amount of the energy consumption as follows:

atx ¼ 6Cr þ 23Ci þ 18Ct ¼ 63;450 mW=slot;
arx ¼ 29Cr þ 1Ct þ 17Ci ¼ 56;930 mW=slot;
b ¼ 6Cr þ 23Ci þ 1Ct þ 17Ci ¼ 49;340 mW=slot;
c ¼ 47Cs ¼ 6;204 mW=slot:

Throughout the simulations, we estimate the total energy
consumption of the system with n non-sleeping users for
a time slot as

eðnÞ ¼ 1þ b0ðn� 1Þ þ c0ðN � nÞ; ð12Þ

where b0 and c0 are normalized parameters of b and c,
respectively, and configured as b0 :¼ b

atx
� b

arx
� 0:8, and

c0 :¼ c
atx
� c

arx
� 0:1.

4.2. Evaluation of EEFO

We first consider a scenario of 100 users that each user
has an identical mean SNR of 10 dB. The throughput de-
Please cite this article in press as: S.-G. Yoon et al., Energy-efficient oppo
(2011), doi:10.1016/j.comnet.2011.02.019
notes the average number of bits transferred in one time
slot, and the network lifetime is the number of total time
slots when all the users exhaust their energy, and the total
transferred traffic is the number of delivered bits during
the network lifetime.

We compare the performance of EEFO with those of
proportional fair (PF) and round robin (RR) schedulers.
For EEFO, we have n⁄ = 3 by solving (S). Therefore, there
are three non-sleeping users who report their channel sta-
tus to the BS, one user with the best channel status will be
chosen for transmission, and the other 97 users sleep at
each time slot. For PF, all the 100 users are non-sleeping
and send their channel status to the BS, and for RR, one ac-
tive user is chosen for transmission in a round robin man-
ner regardless of its channel status while all the others are
sleeping.

The simulation results are shown in Table 1. Owing to
the multiuser diversity, the throughput of PF is 1.94 times
rtunistic scheduling schemes in wireless networks, Comput. Netw.

http://dx.doi.org/10.1016/j.comnet.2011.02.019


 2

 4

 6

 8

 10

 12

 14

 16

 18

 0  50  100  150  200
Number of users

MAX
PF
RR

EEFO-A
EEFO-G

Fig. 7. Total transferred traffic according to the number of users with
initial energy of 1000a. EEFO-G and EEFO-A significantly outperform
MAX, PF, and RR in terms of bits per energy unit.

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  20  40  60  80  100  120  140  160  180  200

Fa
irn

es
s 

in
de

x

Number of users

MAX
PF
RR

EEFO-A
EEFO-G

Fig. 8. Fairness index of scheduling policies according to the different
number of users N. A reasonably fair resource allocation has been
achieved for most scheduling policies except MAX, under which resources
are more likely allocated to the user with the higher mean SNR.

S.-G. Yoon et al. / Computer Networks xxx (2011) xxx–xxx 7
greater than that of RR while its energy consumption is
also 7.36 times higher than that of RR. Therefore, the total
transferred traffic of RR is 3.79 times larger compared to
that of PF. EEFO achieves better throughput than RR and
consumes much less energy than PF. As a result, it achieves
the best performance in terms of total transferred traffic.

4.3. Evaluation of EEFO-A and EEFO-G

In this section, we evaluate the performances of the
considered scheduling policies in practical network set-
Table 1
Performance comparison of EEFO, PF, and RR for users with the same mean
SNR.

Scheduling
policies

Throughput
(bits/slot)

Network
lifetime (slots)

Total transferred
traffic (kbits)

PF 5.6844 1248 7.094
RR 2.9301 9171 26.872
EEFO 3.8889 8163 31.745

Please cite this article in press as: S.-G. Yoon et al., Energy-efficient oppo
(2011), doi:10.1016/j.comnet.2011.02.019
tings where users have different mean SNRs. We vary N be-
tween 10 and 200 that are uniformly distributed within
the cell. We assume that the mean SNR of each user de-
pends only on the distance from the BS. The most distant
and closest users have the mean SNR of �10 dB and
20 dB, respectively. We evaluate PF, RR, EEFO-A, EEFO-G,
and maximum-throughput4 (MAX) scheduling.

Fig. 5 shows the system throughput performances per
slot according to N. MAX achieves the highest throughput,
and PF, EEFO-G, and EEFO-A follow next in order. Since RR
does not exploit the multiuser diversity, it achieves the
lowest throughput. In terms of network lifetime, Fig. 6
shows that the order of network lifetime has been reversed
to that of system throughput. RR has the longest lifetime,
and MAX and PF the shortest. EEFO-A and EEFO-G achieve
about 80% of the life time in RR.

The total amount of traffic transferred during the life-
time has been depicted in Fig. 7. EEFO-G and EEFO-A signif-
icantly outperform the other scheduling policies of MAX,
PF, and RR. This confirms that EEFO-G and EEFO-A improve
the performance in terms of bits per energy unit. EEFO-G
performs better than EEFO-A since it exploits each user’s
channel condition very well. PF delivers the least amount
of traffic per energy unit, which implies that the energy
consumption for the channel feedback is substantial.

Finally, we compare the fairness of the scheduling pol-
icies. The fairness index I�F introduced by Jain et al. [8] is gi-
ven as

I�F ¼
PN

k¼1Xk

� �2

N
PN

k¼1X2
k

;

where Xk denotes the number of time slots allocated to user
k. The fairness index has a value in 1

N ;1
� 	

. As I�F is close to one,
time slots are allocated in a fair manner and vice versa. Per-
fect fairness (I�F ¼ 1) can be achieved by allocating the same
number of time slots to each user. The fairness results are
shown in Fig. 8. It shows that all the scheduling schemes ex-
cept MAX allocate resources to users in a reasonably fair
manner. Under MAX, time slots are more likely allocated
to the user with the higher mean SNR.
5. Conclusion

Opportunistic scheduling is a key MAC layer technology
for enhancing throughput performance by exploiting the
multiuser diversity. However, when it comes to energy
consumption, e.g., network lifetime, the performance of
opportunistic scheduling is significantly poorer even than
that of the conventional round robin (RR) scheduling.
There is a fundamental tradeoff between the performance
gain from the multiuser diversity and the energy consump-
tion for the channel feedback.

In this paper, we proposed energy-efficient opportunis-
tic scheduling (EEFO) that combines opportunistic sched-
uling with energy-efficient sleep/awake scheduling. EEFO
controls the number of non-sleeping users that feedback
4 All the users feedback their channel status to the BS, and the user with
the highest channel rate is scheduled.

rtunistic scheduling schemes in wireless networks, Comput. Netw.
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their channel conditions to the BS. We considered two heu-
ristic algorithms to select an optimal set of non-sleeping
users; EEFO with averaging (EEFO-A) and EEFO with group-
ing (EEFO-G). These schemes improve energy efficiency
while exploiting multiuser diversity to increase system
throughput. As a result, EEFO schemes enable the network
lifetime to be prolonged significantly at the cost of a slight
degradation in the system throughput compared to PF
scheme, and accordingly transfers a largest amount of traf-
fic under a given battery energy constraint.

In future work, we need to develop more advanced
grouping method to enhance throughput performance.
Also we need to work on an on-line grouping algorithm,
considering each group dynamically changes in size by
joining or leaving of users.
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